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They all minimize probability functionals

Probability distributions over elements in X
(in the GAN setting: generators of images)
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PFD for variational inference

Probability functional descent
1. Compute or approximate 
2. Take a gradient descent step on 

2) Take a gradient step on the ELBO

1) We can compute this exactly, 
no need to fit a network to it
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PFD for any convex function

Probability functional descent
1. Compute or approximate 
2. Take a gradient descent step on 

2) Take a gradient step on

1) Fit a neural network by maximizing the 
inner objective (can use SGD)

Neatly summarized as a minimax game!

convex conjugate
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Gradient descent 

in the space of 

probability 

distributions!


